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The ML process

To get acquainted with terms and understand how a model arrives at a prediction, it
can be helpful to draw an analogy with a process we're familiar with: baking a cake.

Input Rules Hardware Learning System Output

Data +| Algorithm(s) + GPU +  Training > Model ->-

Light
Camera Speaker
Microphone Vibrator
Keyboard observation action  Screen
Screen Wearable device
Wearable device Robots
Car

Space, Time, Human, Objects...
Virtual world
Learn from virtual world and apply in real world



Today’s Agenda

* Machine Learning Basics
* Data-driven Learning Theory

* Elements of Machine Learning
* A Roadmap of Supervised Learning

* Regression vs. Classification
* Linear Regression
* Linear Classification
* Perceptron with an Activation



Machine Learning Basics

25 Bionic Design
& Learning Lab
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(Supervised) Machine Learning

The ability to teach a computer without explicitly programming it

* Design a Model that defines the relationship between Features (input x;) and Labels (output y)
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Labeled examples
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creating or learning
the model

» h

Inference

applying the trained model
to unlabeled examples




The Landscape of Machine Learning

Differences between different learning problems

Meaningful

* Supervised Learning
* Training data 1s labeled o @ N g .. oiss @I ...
. Visualistaion Reduction licitation etection

* Goal is correctly label new data

Structure Image
Discovery Classification

Customer Retention

fecommender Unsupervised Supervised Audvertising Popularity

Systems Prediction

* Reinforcement Learning Learning Learning e
* Training data is unlabeled e e Machine Nl ="
* Receives feedback for its actions " o
* Goal is to perform better actions

Market
Forecasting

Prediction

Customer

S Lcarning

Estimating
life expectancy

Real-time decisions

* Unsupervised Learning
* Training data is unlabeled
* Goal is to categorize the observations

Reinforcement
Learning

Skill Acquisition

AncoraSIR.com
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Features 1n Machine Learning

The observations (input variable x;) that are used to form predictions

* Image Classification * Extracting relevant features is
* Label images with appropriate categories important for building a model
* The pixels are the features * Time of day 1s an irrelevant feature when

classifying images
* Time of day 1s relevant when classifying
* Autonomous Driving emails because SPAM often occurs at night
* Enable cars to drive

* Data rom the cameras, range sensors, Cll’ld . .
GPS f:,/e features 5 * Common Types of Features in Robotics

* Pixels (RGB data)
* Depth data (sonar, laser rangefinders)

* Speech Recognition « Movement (encoder values)
» Convert voice snippets to text (e.g. Sirt) » Orientation or Acceleration (Gyroscope, -
* The pitch and volume of the sound samples Accelerometer, Compass)

are the features
AncoraSIR.com
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Measuring Success for Classification

A confusion matrix that allows visualization of the performance of an algorithm

Prediction: + — — y
Image: ‘ Actual Value Regression uses
— (as confirmed by experiment) other measurements
True True
Positive Negative True False
, i False Positive (FP) Precision
Y Positive . True POS?HVE (TP) Incorrectly labeled as relevant TP
. . orrectly identified as relevant Tvoe I Error
Predictive Value 1 (TP + FP)
redicted by the test : Negative Predictive Value
(p y ) ' True. Negatlve (TN) False Negative (FN) g N
Negaiitve Correctly identified as not relevant Incorrectly labeled as not relevant
Type II Error 4 (T N+ F N)
Sensitivity Precision Accuracy
Can be used for both TP FP TP+ TN
single-class and multi-class (TP + TN) (FP + FN) (TP + TN + FP + FN)
classification problems 4

AncoraSIR.com
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Training and Test Data, Bias and Variance

Characteristics of Data

* Training Data train test
 Data used to learn a model
train validation test
* Test Data
« Data used to assess the Overfitting
accuracy of model * Model performs well on training data but poorly on test data
. MSE = E[(6,, — 0)?
+ Bias G
. — B‘f S ()TTL V( \Um
« Expected difference between Model Scenarios BB )™ V)
model’s prediction and truth * High Bias: Model makes inaccurate predictions on training data

. . * High Variance: Model does not generalize to new datasets
Variance * Low Bias: Model makes accurate predictions on training data

* How much the model differs  Low Variance: Model generalizes to new datasets
among training sets

AncoraSIR.com
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A Further Look into Housing Price Prediction

Building a neural network with Weighted-Sum Scores

housing prices
T
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f(x) = max(ax + b, 0)
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1 1 1 1 1
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X

5000

y = fWeightedSum(x) =wx+b

From a single neuron to a network of neurons

Size — Q SFamilySize
# Bedrooms ,
Price
Swalkable y
Zip Code
Wealth — Q SSchoolQuality

S = fweightedsum1 (x) =wix+b

y = fi WeightedSum?2 (s)
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Supervised Learning with Neural Networks

Structured Data vs. Unstructured Data

/ ’/ I | l [
CAT UYL .
et ... c Training inputs > Super\{lsed < Training labels
learning
LABELED e s e ouTeeT
( PHOTOS ) se oo \ 4
DOG Z F - i Input > Model > Output
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What 1s Data?

What’s Hiding in Your Unstructured Data?
e Data can be defined as

a representation of
facts, concepts, or

. . . Structured
Instructions 1n a Data
formalized manner,

Unstructured
Data

=

Customer/Member

Transactions ﬁ

u Online
Chat \% Communities
Notes & y—
8 Text Fields —

Surveys

NPS/CSAT B

* Suitable for y P 0
communication, o srpins G
interpretation, or Finance "ok

Ratings &
Reviews

processing by human
or electronic machines.

Source: Graphic adapted from January 2018 CXPA Presentation “The Why Behind the What," Jim Kitterman
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What 1s Data?

AncoraSIR.com

Structured Data @) Unstructured Data

Can be displayed
in rows, columns and
relational databases

Cannot be displayed
in rows, columns and
relational databases

Images, audio, video,
word processing files,
e-mails, spreadsheets

Numbers, dates
and strings

Estimated 20% of
enterprise data (Gartner)

Estimated 80% of
enterprise data (Gartner)

E Requires more storage

More difficult to
manage and protect
with legacy solutions

Requires less storage

Easier to manage
and protect with
legacy solutions



https://lawtomated.com/structured-data-vs-unstructured-data-what-are-they-and-why-care/

The Full Human Data Stack

Open Data E.g. census data

Fitness & activity data o g: Actively ask in a survey

Processed Algorithmic

E.g. your credit score .
Data gy ’ DO SAY
Smartphone ?& - -
E >

social media

Opening banking <& ﬁ Observe on

app usage

E.g. smart home data -

Sharedbata u = Personality @ THINK FEEL Emotions &
Traits Q Q desires
Interests & 00 @ \éallye%s &
Preferences O0— eliefs

Personal Data

AncoraSIR.com
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What type of data does machine learning need?

Machine learning models rely on four primary data types.

i oA B

Numerical Categorical Time Series
Data Data Data

AncoraSIR.com


https://www.datarobot.com/blog/the-importance-of-machine-learning-data/

Categorical Data

Red 0
Comen |
QGreen 1
Guangdong 0
> ErEE
Hunan 1
Female 0
Fujian 2
Male 1

Southern University
of Science and Technology
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Numerical data

09 - fe

Ad A B C D E |F| G H I ) k| L M N

1 | Rank |

2 Sales PersiMay June July Aug May June July Aug June July Aug

3 1 84 138 72 45 35 2 42 60 1 ¢ I

4 2 98 57 122 129 27 52 13 9 |4 1 0

5 | 3 83 108 107 107 36 19 20 20 1 ¥ -

6 4 91 135 120 56 30 3 14 54 1 ¢ 1

7] 5 133 61 47 62 o 49 59 47 1 i 1 85 255'221 0

8 6 73 80 86 113 M 37 33 18 1 1 0

9 7 57 98 66 117 52 27 a4 16 1 0 0 [ 17 [170|119| 68
10 8 86 52 134 132 33 56 5 g8 4 1 1

1] 9 53 99 48 106 55 25 58 22 [t L 1 238{136| 0 |255
12| 10 9% 80 59 69 29 37 50 43 1 ) 1

13 11 78 102 104 116 40 2 23 17 1 0 T 85 [170|1358}238
14 12 133 119 % 89 6 15 31 32l |3 1 1

15 13 79 127 128 124 39 11 10 12| [t T I 221| 68 |119]255
16 14 49 66 64 62 57 44 46 47 1 ) l

17| 15 58 135 99 141 51 3 g5 mG . 0 118{221]17 |136
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Time series data

1.0 7 —— NASA Goddard Institute for Space Studies (v4)
—— Hadley Center/Climatic Research Unit (v4.6) ;
0.8 — —— NOAA National Center for Environmental Information (v5)
—— Berkeley Earth '
06 — — Cowtan & Way ,
T 0.4
o 5H 4% HK  FK  AK 4K 54 154 304 604; )
0.2 :
2022/10/11/=15:00 ffy 2979.79 4 297323 # 267237 1§ -3.69% [ v

0.0 s \

3233.58 4 A A
/ ’ v

-0.2 A\ v
3187.01 3 a v As

-0.4 ‘

Q 0 "/ ; Temperature Anomaly (°C)

3140.44 1 .

-0.6 Common Baseline 1951-1980

T T T T T T T
e 0 1880 1900 1920 1940 1960 1980 2000 2020
3047.29 -1.51%
3000.71 -3.01%
2954.14 -4.52%
2022/09/28/= 2022/09/29/f 2022/09/30/FH 2022/10/10/— 2022/10/11/—
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Text data

COLLECT TEXT DATA FROM ANY SOURGE INCLUDING NEWS, SOCIAL
MEDIA, EMAILS, SURVEYS AND PRODUCT REVIEWS

\
‘
A
v

domain
sy digibal  yagl leading forms "
.. whole. oohreemmes“Jaba  approacha. GEXG STONSS \ood
virbual Gextual nities i i
inberest “** visualization °PPOtY collectionlierabure gg.q e

processes “produced == _considerable [GErar researcher. - stabistical »css
undior iz EUrOP€ Gime Xﬁ‘“é"’r"‘i’“él usi sHugmanibi a& ==informabionsT
problems wrlbmgnew unsuporvisod ywm derive 77737  many -pasmsuagmgmecﬁalleag‘;g
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= ?gelfﬁécﬁ _igmrgs approacheshistorical inceractions
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https://humtech.ucla.edu/event/text-data-workshop/

Where Do We Get Data for ML?

Five of the most popular ML dataset resources:

Go gle — Google’s Dataset Search
=. Microsoft — Microsoft Research Open Data
dWS  — Amazon Datasets
p

@@ﬂ —> UCI Machine Learning Repository

DATA GOV — Government Datasets

AncoraSIR.com

Southern University



A Roadmap of Supervised Machine Learning

V = Gactivation [f WeightedSum (X)]

* Linear Regression
* (Argurably) the simplest ML model
 Basic concepts applicable to all ML problems
Yy = fWeightedSum(X) =w/x+b

* Linear Classification
* Vectorized weights for multiple classes
* S=f WeightedSum(X) =Wx+b
* ¥ = Yactivation(s) =7

* Single-neuron Perceptron
* Binary LC using step activation
*S= fWeightedSum(X) =w'x+b
* ¥ = Yactivation(s) = step(s, 0)

* Logistic Regression
* Binary LC using sigmoid activation
* Binary output with a probability
* ¥ = Yactivation(s) = sigmoid(s)
* Softmax Regressions

e Multi-class LC using softmax activation
e Multi-class output with a probability distribution

* s =f WeightedSum(X) =Wx+b
* V = Gactivation(s) = softmax(s)
* Multi-layer Perceptron

e Neural network featuring hidden units
* Vv = Gay [fWN (SA’N—1)] Y1 =9a, [fW1 (X)]

AncoraSIR.com
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Regression vs. Classification
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Classification vs. Regression

Continuous or Discrete Values

* Design a Model that defines the relationship between Features (input x;) and Labels (output y)

https://arxiv.org/pdf/1812.03274.pdf

wf 7 771+ Regression: usually predicts continuous values.
i : * What is the value of a house in Shenzhen?

ot x C * What is the probability that a user will
T click on this ad?

price (in $1000)

i » Classification: usually predicts discrete values.
» [s a given email spam or not spam?

» [s this an image of a dog, a cat, or a
hamster?

500 1000 1500 2000 2500 3000 3500 4000 4500 5000

* Regression as classification
» Scores higher than 60 gets a pass?
* Whats the probability of getting a pass?
* How likely the robot’s motion is similar to
the human s motion?

AncoraSIR.com
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https://arxiv.org/pdf/1812.03274.pdf

Linear Regression

Arguably the simplest and most popular among the standard tools

* Linear Regression Assumption

1. The relationship between the
feature x and target y 1s linear

y=wx+b

learnable parameters that
must be estimated from data

2. Any noise 1s well-balanced, 1.e.
follows a Gaussian distribution

y=wx+b+ N(0,¢)

standard deviation of
the noise term

AncoraSIR.com
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[L.inear Model

The goal of linear regression

PL=wixt +woxt + -+ wexl + b

‘W

. . . index label data point
* The weight determines the influence of each feature on our iy I o xl X
prediction, usually a vector form with w; ——
City w.eekly P,,:i:: p;r Po::lftion ,
* b A
2 190400 15 1790000
. . 3 3 191200 15 1780000
* The bias says what value the predicted price should take R 7 - S 1.
when all features take 0 7| vana00—|— 25— 172500
8 175200 30 1725000
. . 9 174400 30 1720000
* Given a dataset, our goal 1s L s
 To choose the weights w and bias b such that on average, oo |0 —[tomow
the predictions made based on our model best fit the true |
. . 18 115696 102 1635000
prices observed in the data. p T rom .
X ) " 77— Taeo00 |50 T60%0m
y=wr-zr1+..+twg xq+b Yy =W X+0b R I
N O LA
AnCOTaSIR. com 27 152800 63 1610000

DES5002 Designing Robots for Social Good



Vectorization of a Linear Model

The goal of linear regression

PL=wixt +woxt + -+ wexl + b

Yy=w; T1+..+wg xq+b > = WX + b— _
index label data point
. iyt [x oxp XL xg ]
o ¥ = Xw + be 1 2 d
* Vectorization oo | Mmoot (e (N
o . . ridersy L i)
 All features into a vector x for a single data point 0 R
2 190400 15 1790000
. . 3 191200 15 1780000
* All weights into a vector w R 2 O ..
. . . . . 3 178400 25 1740000
* Our entire dataset as the design matrix X, including one row |7 = s
for every example and one column for every feature 7
" 172800 30 1710000
12 163200 40 1700000
________ —— 13 161600 40 1695000
| e :xc(ll)l . one row for every example TS 760800 |40 1690000
] 4—= 16 159200 40 1630000
X — . | | 17 148800 65 1640000
: @) o Tarz0 |75 [ 163000
x(l) I x(l)| 20 150400 75 1620000
1 | a4 21 152000 75 1615000
22 136000 80 1605000
one column S Tosses |95 | To90m0
for every feature T Tsen |77 6000w
AnCOI‘aSIR.COI’n 27 152800 63 1610000
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[Loss Function

A quality measure for some given model

* To quantify the distance between the predicted and real value of the target.

* usually be a non-negative number where smaller valuesre better
» perfect predictions incur a loss of 0

(gu) _ yu))Q A

DO | —

* The Sum of Squared Errors 1) (w, ) =
* the empirical error is only
a function of the model parameters

* Loss Function as an averaged SSE

—L(w,b) = % zn:l(i) (W, b) = %z“: % (wa(i) +b— y(i))
i=1

D) —

2

>
M= in L(w,b X
» W', 0" = argmin L(w,b)
w,b SUSTech
AncoraSIR.com om——
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Gradient Descent

A procedure for updating the model parameters to improve its quality

* Iteratively reducing the error by updating the parameters in the direction that
incrementally lowers the loss function, or Gradient Descent
* On convex loss surfaces, it will eventually converge to a global minimum
* For nonconvex surfaces, it will at least lead towards a (hopefully good) local minimum.

T Convex Non-Convex

Starting pt.

Local minima

Initial weights
51 l

Clobal minimum

Global minima
—

W
* The key technique for optimizing nearly any deep learning model

AncoraSIR.com
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Stochastic Gradient Descent

a more efficient practice

* Sampling a random minibatch of examples every time we need to computer the update

* Initialize model parameters at random,;
* [Iteratively sample random batches to update the parameters in the direction of the negative gradient

learning rate _l . .
& wew——zawl()wb —w——zx()( TJa:((‘)—i-b—y(")>,
15| -
(W, b) Za wayl ) (W, b) > | |
e bﬁb——zdl( (w,b) = _!%l (wa(")+b—y(’)>.
T_ batch size: the number of i i€B

examples in each minibatch

* Hyperparameters

model training.
e Tunable but not updated in the training loop.

AncoraSIR.com
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Maximum Likelihood Estimation

Assume that observations arise from normally distributed noisy observations

* The best values of b and w are those that maximize the likelihood of the entire dataset

| ~ 2
y=W X+ b+ ewheree ~N(0,0°) P(Y | X) Hp (5@ x@)
e The likelihood of Seeing a partiCUIar y for a giVen X *  Maximizing the product of many
exponential functions is difficult

p(ylx) - \/2:;7 exp (_%—(y wix— b) )

Why minimizing squared error
is equivalent to maximum

1 g T. (i likelihood estimation of a
- lng Y|X Z 1o 20_2 (y( ) —w'x() - b) linear model under the
assumption of additive

Negative Log-Likelihood (NLL) If a constant SSE Gaussian noise?

AncoraSIR.com
Wan Fang
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Linear Classification

How to scientifically calculate a decision

* HYPOthCSiS An example of acceptance at a University
* Acceptance depending on Test and Grade
10
* Data :
* { sets of example data (x(‘), y(‘)) 8
* Input . 7
. xf) as test scores and xgl) as test scores g 6
* Output é i
« $ as a threshold decision of Accept or Reject 2
* Model 2
* A linear boundary line to separate the data 1

® W1X1+W2X2+b =0
* A threshold to activate a decision against the line
e >0: Accept; <0: Reject

Leaming . _ . ALinear Boundary Line of 2x; + x, —18 =0
* Obtain a set of w; and b with small enough y ©— y @ as a decision criteria from regression to classification

AncoraSIR.com
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An Example of Linear Classification with Images

A data-driven approach

vl ‘ | I = 1 1. Collect a dataset of images and labels
alrpiane g 'Example Dataset: CIFAR10 , , , ,
\ ; 2. Use Machine Learning to train a classifier
automobile § g | 10classes I . .
. fg ggg :;as'trl‘;]r;glr'g;%is 3. Evaluate the classifier on new images
bird q:‘h i -_1 A -.‘.J
cat BIWG U b E A 0
Ry A General Problem Statement
deer [l Wi B EIENERE . ...
dog .‘ “ * ! E n E l w « A score function that maps the raw data to class scores,
- i ™ o * Aloss function that quantities the agreement between
. \ N
fl"0g u - ‘ . F? ﬁ . the predicted scores and the ground truth labels.
Pt - ¢
horse e 0 7 I PE G Y - o
: o~ T s e « As an Optimization Problem in which we will
ShlP E n E S = . ‘ ‘ a g minimize the loss function with respect to the
- _ e == parameters of the score function.
ruck g s ol A o s (8 1

AncoraSIR.com
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An Example of Linear Classifier for Images

AncoraSIR.com

A data-driven approach for linear classification

Data 3072x1
» i sets of labelled image data (x(,y @) flx,W)|= W+|E| 10x1
Hypothesis 10xI  10x3072 10 numbers
* Image features provides the data for classification —— f(x, W) = giving class
Input 4 scores
« x® of image pixels, : i -
* 1.e., arrays of 32x32x3 numbers Array of 32x32x3 numbers W (?Izirlzzovzi t:;; iv;loel;her
Output (3072 numbers total) Parameters this W is good or bad?
«  $W as predicted classification of the image Input or weights b Score
* 1e.,a 10xI vector with scores for each entry Image
02 | -0.5
Model > > 1.1 > 968
* A score function of weighted-sum o]0 o o
. f (x, W) —Wx+b T3 Only an estimation of likelihood
Learning " Tos > 32 > 4379
* An optimization algorithm that updates the the N but can we make a decision?
weight W (10x3072) and bias b (10x1) by I 00 | 025
minimizing a loss function 1 o2 | 03 g " 6195

DES5002 Designing Robots for Social Good Wan Fang 34




Three Viewpoints of Image Classification

Strategies for making a decision based on weighted sum of the image features

2x1
] x, W)=Wx+b .
Algebraic  f(xW) £ W)= w +|E| - Geometric
Stretch pixels into column
1 3x1 3x2
56 I_ ______ 1 \y
0.2 | 05| 041 | 20 14 -96.8 | Cat score | Wl(l) : Wc(ll% one row . =
231 (71 1 7d m~
15 | 13 | 21 | 0.0 + |32 | = | 437.9 | Dog score W= : '{ 5_:J f(l)r each =
24 : | class
ot mage 0 |025/| 02 |-03 1.2 61.95 | Ship score Wl(l) vee | chq 4 S——
2 &I 0
W b one COlumn V’irplane classiﬁe/ .. .
for every feature - ‘ &=

One template
per class

plane car bird cat deer dog frog horse ship truck

AncoraSIR.com

Visual

Hyperplanes
cutting up space
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Perceptron with an Activation Function

Linear extraction of information from the data to help making a decision

* An Artificial Neuron with two nodes An example of acceptance at a University
* Weighted-sum node :

 Calculate a linear equation s(x) with
inputs on the weights plus bias

* Activation node

* Apply the step function to get the predicted
result y(s)

Y = Gactivation [fWeightedSum (X)]

Weighted-Sum Activation = step(s,0)
Function Function = step (WTX + b,0)

AncoraSIR.com
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Linear Regression and Classification

A summary
* Linear Regression * Linear Classification
A basic linear model for line-fitting * Vectorized weights for two or multiple classes
Yy = fWeightedSum(X) =w/x+b *§= fWeightedSum(X) =Wx+b

Is this picture a cat, a dog, or a ship?
(Can we make a decision based on the results on the right?)

Estimate a line
to describe a relationship

Predict University Acceptance
based on Test and Grades
(only two categories)

Stretch pixels into column

Toy Linear Regression Data, y=4x + 1 + N(0, &)
5.0 1 +
45
40 1 56
4 351 02 | 05| 0.1 | 2.0 1.1 -96.8 | Cat score
§ 301 g 231
2 55 ] & 1.5 | 1.3 | 21 | 0.0 4| 32 | = | 437.9 | Dog score
201 24
154 D o 0 0.25| 0.2 | -0.3 -1.2 61.95 | Ship score
Lo : Input image 2
0.'0 D.'2 0.‘4 0.' 6 0,'8 1'0 1 2 3 4 5 6 V § 8 9 10 W b
frea TEST
: Y = Yactivation(s) : :
* What if the problem becomes . * Information lost about the e Uncertain about
1 ifs=0 : ..
more complex? =0 i fs<0 distance to the cutoff value the final decision
AncoraSIR.com
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Hard Cases for a Linear Classifier

Simple linear classifiers are not enough to make a complex decision

Class 1: Class 1: Class 1:
First and third quadrants 1<=L2norm<=2 Three modes
Class 2 Class 2: Class 2:

Second and fourth quadrants Everything else Everything else

AncoraSIR.com
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